
H

J
D
a

b

c

d

e

a

A
R
R
A

K
C
I
I
V
C
G
O

1

m
n
i
m
a
t
l
C
r
a
o
p
a
e
2
T

w

0
d

Journal of Neuroscience Methods 201 (2011) 290– 295

Contents lists available at ScienceDirect

Journal  of  Neuroscience  Methods

j o ur nal homep age: www.elsev ier .com/ locate / jneumeth

ead-mountable  high  speed  camera  for  optical  neural  recording

oon  Hyuk  Parka, Jelena  Platisab,c, Justus  V.  Verhagenb,d, Shree  H.  Gautamb, Ahmad  Osmanb,
ongsoo  Kima,  Vincent  A.  Pieriboneb,d,e,  Eugenio  Culurcielloa,∗

School of Engineering and Applied Science, Yale University, New Haven, CT 06520, United States
The John B. Pierce Laboratory, New Haven, CT 06515, United States
Faculty of Physical Chemistry, University of Belgrade, Serbia
Department of Neurobiology, Yale University School of Medicine, New Haven, CT 06515, United States
Cellular and Molecular Physiology, Yale University School of Medicine, New Haven, CT 06515, United States

 r  t  i  c  l  e  i n  f  o

rticle history:
eceived 25 January 2011
eceived in revised form 14 June 2011
ccepted 23 June 2011

eywords:

a  b  s  t  r  a  c  t

We  report  a head-mountable  CMOS  camera  for  recording  rapid  neuronal  activity  in freely  moving  rodents
using fluorescent  activity  reporters.  This  small,  lightweight  camera  is  capable  of  detecting  small  changes
in light  intensity  (0.2%  �I/I)  at  500  fps.  The  camera  has  a  resolution  of  32  × 32,  sensitivity  of  0.62  V/lx  s,
conversion  gain  of  0.52  �V/e− and  well  capacity  of  2.1 Me−. The  camera,  containing  intensity  offset
subtraction  circuitry  within  the  imaging  chip,  is  part  of  a miniaturized  epi-fluorescent  microscope  and
represents  a first  generation,  mobile  scientific-grade,  physiology  imaging  camera.
MOS image sensor
maging
ntegrated circuit
oltage sensitive dye
alcium sensitive dye
enetically encodable optical probe

© 2011 Elsevier B.V. All rights reserved.
ptogenetic

. Introduction

The study of neuronal activity in awake and freely moving ani-
als represents a chance to examine neuronal function during

atural behavior without the stress and suppression of activity
nherent in the use of anesthetics and physical restraints. Functional

agnetic resonance imaging and positron emission tomography
llow three-dimensional recording of brain metabolism, however
hese techniques are indirect measures of neuronal activity, have
ow temporal and spatial resolution and require head fixation.
onversely, implantable micro-electrode arrays allow high speed
ecording of neuronal activity in awake, unrestrained, and mobile
nimals. Such recordings have greatly expanded our understanding
f behavior-related neuronal activity. The development of optical
robes of cellular function has made it possible to image neuronal
ctivity in freely moving animals (Ataka and Pieribone, 2002; Baker
t al., 2007; Chanda et al., 2005; Dimitrov et al., 2007; Knöpfel et al.,
003; Mutoh et al., 2009; Siegel and Isacoff, 1997; Tsein, 2009;

sutsui et al., 2008).

Optical signals can provide high spatial and temporal resolution,
hile being less invasive than traditional micro-electrode meth-

∗ Corresponding author. Tel.: +1 203 432 6491.
E-mail address: eugenio.culurciello@yale.edu (E. Culurciello).
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ods, and allow in vivo studies of more “natural” neuronal function,
and support closed-loop optical neuronal prosthesis development.
Fiber optic connected laser-scanning imaging methods (confocal,
Flusberg et al., 2008 and multi photon, Helmchen et al., 2001) have
produced high resolution images of neurons in animals. However,
these approaches currently lack the sensitivity, speed and field of
view to record the rapid (500 Hz) and relatively small fluorescence
intensity changes produced by optical probes across a functionally
relevant domain of cortex (i.e. visual cortex, >2 mm2). Conventional
wide field epi-fluorescence microscopy using electronic imaging
requires elements that have not been designed to be miniaturized
to allow head mounting in rodents.

Currently, head-mountable imaging systems are generally cou-
pled by fiber optics to a immobile “desktop” imaging system. While
such setups allow experiments with awake animals, they still do
not allow the animal to move freely, limiting the types of realistic
experiments that can be performed. For a truly autonomous head-
mountable system for freely moving animals (Fig. 1A), the long fiber
optic cable (which is rigid and has a low numerical aperture) must
be replaced with a complete imaging system composed of a minia-
ture microscope (including lenses, filters, mirror and illumination

source) and an image sensor mounted on the head of the animal.
A similar system has been developed for reflected light imaging in
rats (Murari et al., 2010). However, for high speed, head mounted
fluorescence imaging, a new type of imaging system must be

dx.doi.org/10.1016/j.jneumeth.2011.06.024
http://www.sciencedirect.com/science/journal/01650270
http://www.elsevier.com/locate/jneumeth
mailto:eugenio.culurciello@yale.edu
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Fig. 1. (A) Future implementation of the sensor in a self-contained system for imaging fluorescent activity reporters in freely moving rodents. (B) The camera described in
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his  communication attached to a head-mountable microscope system, umbilical ca
enses  (objective, condenser, relay). The light source contains a LED and heatsink. (
o  noise ratio with respect to exposure.

eveloped based on a custom image sensor designed specifically
or low power and light weight while performing at specifications
imilar to much larger, fixed imaging setups. Herein we  describe
he design and implementation of a custom complimentary

etal-oxide-semiconductor (CMOS) imager (Theuwissen, 2008)
pecifically for use in wide field, high speed, mobile imaging of low
ignal-to-noise ratio (SNR) optical signals from neuronal tissues.
his sensor will be deployed on a custom built, head-mountable
icroscope (Fig. 1). The full specifications and performance of this
icroscope will be presented in a separate communication (in

reparation).

. Materials and methods

In this section, we describe what image sensors are currently
vailable for a variety of applications and why they are not suitable
or a head-mountable imaging system for freely moving animals.

e  also describe our work on a head-mountable system and how
e have used our previous results to design a high performance,

ompact imaging system.

.1. Existing methods

Scientific-grade image sensors such as NeuroCCD (RedShir-
Imaging, Decatur, GA) and dicam (PCO, Kelheim, Germany) have
ypically used charge-coupled devices (CCDs) due to lower read
oise (80 dB peak SNR for NeuroCCD and 69.3 dB peak SNR for
icam) and higher quantum efficiency (80% for NeuroCCD and 50%
or dicam) than CMOS sensors (Tian et al., 2001). However, CCDs
onsume tens of watts (51 W for dicam) of power and the imaging
ystems have active cooling components weighing several pounds
total weight of 8 kg for dicam). The main advantage of CMOS
s the integration of peripheral circuitry at the pixel, column or
hip level. This enables on-chip image processing while consuming
nly milliwatts of power and requiring only passive cooling. While
cientific-grade CMOS imagers such as MiCam Ultima (BrainVision,
okyo, Japan) are approaching the quality of CCD imagers, power
nd weight are still issues that need to be addressed. Commercial
MOS imagers are mainly designed for cellphones or professional
hotography, and are energy intensive (>100 mW),  slow (usually
0 fps), designed for color imaging and do not have a high enough
NR to detect small changes in intensity (Table 1). Cellphone CMOS
ensors are small in size (about 3 mm × 3 mm),  but still consume
ens of milliwatts of power, have SNR of less than 40 dB and are lim-
ted to 60 fps. Professional photography CMOS sensors have higher,
et inadequate, SNR of less than 50 dB and require too much power

Table 1). Also, both of these classes of imagers have higher resolu-
ion (>1 Mpixels) than necessary for biological applications. Binning
ould have to be implemented to collect enough photons in typ-

cal biological conditions to increase the SNR, which reduces the
t shown. The microscope contains an excitation filter, emission filter, dichroic and
 camera housing and umbilical cable. The camera head weighs 3.4 g. (D) The signal

overall resolution. A custom pixel array design based on the image
sensor fabrication technology of professional photography CMOS
sensors is preferred, but this technology is highly confidential and
biological imaging does not currently have large enough market to
interest large CMOS image sensor companies.

Previously, we developed low power image sensors for minia-
ture imaging systems (Tian et al., 2001; Park and Culurciello, 2008;
Park et al., 2008). A high speed, low power sensor was devel-
oped in a silicon-on-sapphire process (Park and Culurciello, 2008).
While this sensor offered good quantum efficiency in the UV range
(325–450 nm), anything outside that range resulted in poor quan-
tum efficiency. In a second version of the design, we used a bulk
CMOS process, which gave acceptable performance for a head-
mountable system (Park and Culurciello, 2008; Park et al., 2008).
This design also implemented a temporal difference output. How-
ever, the complete imaging setup could not be miniaturized.

2.2. Imaging system

Our new imaging system improves the design of our previous
works (Park and Culurciello, 2008; Park et al., 2008; Park et al.,
2009). The temporal difference capability and the SNR at lower light
intensities have been improved, allowing us to collect data from
high speed voltage sensitive dye experiments. Table 1 compares the
specifications of our system with other currently available image
sensors.

The image sensor contains a 32 × 32 active pixel sensor array, a
column/row control circuit and a global buffer to drive the analog
output pad. All necessary clock, control and switching signals for
the circuit is generated by an FPGA board and sent to the imaging
system through a 20-wire bundle. Our pixel array size of 32 × 32 is
a good compromise between coverage and amount of data that has
to be streamed from this mobile-platform (for the required frame
rate). Each 75 �m × 75 �m pixel contains a 74 �m × 34 �m photo-
diode. The n-well photodiode has a capacitance of 305 fF at reset,
and a well capacity of 2.1 Me−. The large capacitance results in a low
conversion gain, but reduces kT/C noise and increases the dynamic
range.

The pixel (Fig. 2A) is a modification of a 3-transistor active pixel
sensor design commonly found in CMOS image sensors (Fossum,
1998). A PMOS reset transistor is used to minimize noise and to
allow a larger voltage swing, resulting in a greater well capacity. A
NMOS follower is used to charge a 788 fF storage capacitor through
a NMOS shutter switch. A full transmission gate is not necessary
in this design because the voltage passed through this switch and
stored in the capacitor will range from 1.1 V to 2.1 V. A dummy

switch reduces clock feedthrough and charge injection into the
capacitor. For normal, global shutter operation (Fig. 2B), the pho-
todiode is initially reset to Vrst by closing the Reset switch. Then,
photon integration on the photodiode is started by reopening the
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Table 1
A representative summary of different image sensors available today.

DSLRa Mobile camerab NeuroCCD-SMQ NeuroCCD-SM256 MiCam Ultima This work

Weight (g) NA NA NAc NAc 250 3.4
Power  consumption NA 155 mW 110 Wd 110 Wd >60 W 12 mW
Peak  signal-to-noise ratio (dB) 47 36 >70 >70 >70 61
Dynamic  range (dB) NA 71.6 85–97 87–98 80 83
Max  speed (fps) 10.5e 30 2000e 100e 10,000 890
Resolution (Mpixel) 16 5 0.0064 0.066 0.01 0.001
Photodiode size (�m2) 23 2 24 26 NA 2516
Operational quantum efficiency 35–45%d 35–45%d >80% >80% 61% 12.5%
Full  well capacity 45 ke−d 4 ke−d 215 ke− 600 ke− 10 Me− 2.1 Me−

Conversion gain 31 �V/e−d 195 �V/e−d NA NA NA 0.52 �V/e−

Shutter Rolling Rolling Global Global Global Global/rolling
Color  filter Yes Yes No No No No

a Aptina MT9H004.
b Omnivision OV5690.
c >1 lb.
d Estimate.
e At full resolution.

Fig. 2. (A) A simple schematic and the operation of our image sensor. Each pixel contains a n-well/p-substrate photodiode, a Reset switch to reset the Photodiode to Vrst at
the  beginning of each Exposure Time of a frame, a Shutter switch to store the photodiode voltage into the Storage Capacitor, and a Rowsel switch to output the pixel value to
the  global amplifier and comparator. (B) In a normal, global shutter mode, the photodiode is reset to Vrst. Then, the voltage of the photodiode drops from Vrst relative to the
light  intensity during the duration of Exposure Time. After the Exposure Time, the Shutter switch is pulsed to store the resulting voltage over the photodiode onto the Storage
Capacitor.  During the Read Out phase, the value of the Storage Capacitor is read out through a global buffer in parallel with the Reset and Exposure Time phase. (C) In a temporal
difference mode, for the first image frame, the photodiode is reset to Vrst. Then, the photodiode is integrated for the duration of Frame 1 Exposure Time. Then, the voltage of
the  photodiode (of Frame 1) is stored onto the Storage Capacitor with the Shutter switch. After Reset Pixel, the second frame is integrated over the photodiode during Frame 2
Exposure Time. Then, both the stored voltage of the first frame and the voltage over the photodiode of the second frame is read out simultaneously to the global comparator
b sel sw
t  third 

a  seco
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y  turning on the Rowsel switch during the Read Differential Out phase. With the Row
he  Storage Capacitor during the Store Frame 2 phase. Then, the pixel is reset and the
s  after the second frame, outputting the difference between the stored value of the

eset switch for the duration of Exposure Time. After Exposure Time,
he voltage over the photodiode is stored onto the Storage Capacitor
y pulsing Shutter.  Then, the pixel is reset again and keeps integrat-
ng while the stored voltage is read out through the output line. The
eset Pixel, Exposure Time and Store operations can occur during
he Read Out phase without affecting the voltage in Storage Capac-
tor. Thus, the Read Out phase adds no additional delay between
itch still on, the Shutter switch is pulsed again to store the voltage of Frame 2 onto
frame is integrated. The read out after the third frame operates in the same fashion
nd frame and the third frame, and so on.

frames, and our system in global shutter mode offers frame rates
comparable to rolling shutter imagers.
2.3. Temporal difference operation

In order to reduce the performance requirements of the ADC,
and to increase the frame rate, the image sensor also has the ability
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Fig. 3. Data captured at 333 fps of a rotating disk. Left side of each panel is a single
frame and right is the value of one pixel over time. In the single frame images, the
contrast between the quadrants of the disk has been digitally enhanced for presen-
tation. (A) The imaging system running in temporal difference mode. (B) Off-chip
temporal difference calculated by subtracting two consecutive image frames. (C)
Normal output mode. The vertical scale bar represents a 1.3% change. The horizontal
scale bar represents 0.2 s.
J.H. Park et al. / Journal of Neuro

o perform temporal difference at the chip level. In temporal differ-
nce operation (Fig. 2C), the photodiode is reset to Vrst by turning
n the Reset switch. Then, the integration is started by turning off
he Reset switch for the duration of Exposure Time. After the dura-
ion of Exposure Time, the voltage of the photodiode is stored onto
he Storage Capacitor by pulsing the Shutter switch. Then, the pixel
s reset again and keeps integrating for a second Exposure Time.
fter the second Exposure Time, the stored voltage from the previ-
us frame and the voltage from the current frame is simultaneously
utputted to a global comparator that takes the difference between
he two frame data for each pixel. After the difference is read out,
he current voltage is stored into the Storage Capacitor and the pixel
s reset again and integrates for the next Exposure Time. In the tem-
oral difference mode, the frame rate is decreased over the normal
ode, as the Read Out phase cannot be done in parallel with the

ther phases. This means that in this mode of operation, there is no
lectronic shutter available and a rolling shutter is used.

. Results

A test platform to characterize the image sensor was built
round an Opal Kelly XEM3001v2 FPGA board. The FPGA was used
o control a 16 bit ADC and two 12 bit digital-to-analog convert-
rs that provided the appropriate biases to the image sensor. A C++
ontrol program was written to communicate with the FPGA board
hrough an USB port.

Our custom-designed imaging chip is integrated into a small,
ightweight PC board containing only an ADC, voltage regulator, 4
esistors and four bypass capacitors. The current camera head mea-
ures 22.25 mm × 22.25 mm  × 6 mm,  and is connected to a remote
mage capture system using a wire bundle with a weight of 4 g/m.

.1. Image sensor characterization

The sensitivity of the pixel was calculated by measuring the
oltage integration at 50 lx with the sensor running at 500 fps.
he voltage integrated was 288 mV  and the integration time was
09 �s. Thus, the sensitivity is 0.62 V/lx s. Since the full voltage
wing of the pixel is 1.1 V, the full well capacity is 2.1 Me−, and
he conversion gain is 0.52 �V/e−.

To test the SNR of the image sensor, the photodiode in every
ixel was integrated for 709 �s at different light intensities. The

ight was provided by a Luxeon Rebel LED controlled with a custom-
uilt feedback controlled drive circuit (an Arduino micro controller
nd a National Instruments DAQ board). A set of 10,000 consecutive
rames at each light intensity was collected and the voltage drop of
he photodiode was divided by the standard deviation of the values
f the photodiode to calculate the SNR. The photodiode saturates at
round 120 lx at 500 fps and has a SNR of 61 dB. The SNR needs to be
etween 55 and 72 dB for the VSDI application of our experiment.

The quantum efficiency of the photodiode was  calculated using
ight between 250 and 1000 nm produced by HORIBA Jobin Yvon
luoroMax-3. A Newport 818-UV calibrated photodiode was  used
s a reference to calculate the light power at different wavelengths.
he integration time to drop the photodiode voltage of the sensor by

 V was measured using the light source and the quantum efficiency
as derived from the collected data. The peak quantum efficiency
as about 25%. This is due to the fact that the CMOS process we
sed is not optimized for optical imaging applications. With a fill
actor of 50%, the operational quantum efficiency of each pixel is
2.5%.
We analyzed the temporal noise of our image sensor and its
NR. The pixel reset noise, directly related to the capacitance of
he photodiode, is 115 �V. The voltage drop due to dark current
as a slope of 0.14 V/s, so the dark current is 162 fA or 6.4 nA/cm2.
At 500 fps, the dark shot noise is 3.8 �V. The board noise is calcu-
lated by connecting a very stable DC voltage to the output pin of
the image sensor (input pin of the ADC) on the board and collecting
12,000 frames of all 32 × 32 pixels. The ADC was running at 1 MSPS,
the-highest achievable with this specific model (Analog Devices
AD7980). The standard deviation of all pixels in the 12,000 frames
was  138 �V. The noise due to all other components on the chip is
calculated by running the image sensor with a very short integra-
tion time (approximately 1 �s) in the dark. Under these conditions,
the total noise of the circuit was  300 �V. The only noise sources to
take into consideration in such a short integration time in the dark
are reset, board and readout. Thus, the read noise is 260 �V. The
fixed pattern noise (FPN) was calculated by measuring the stan-
dard deviation of each of the 32 × 32 pixels over 10,000 frames and
then taking the mean of the resulting 1024 standard deviation val-
ues. The image sensor has a pixel FPN of 1.5%, a column FPN of 1.1%
and a row FPN of 0.82%.

The temporal difference output was  tested by recording a spin-
ning wheel with two  gray scale gradient (a differential of 12.5%)
wedges. The temporal difference mode was running at 333 fps. As
seen in Fig. 3, the performance between off chip and on chip tempo-
ral difference is similar. However, this was performed under ideal
conditions where the intensity of the light hitting the sensor is at an
optimal level. Under normal operating conditions (non-ideal), the
discrepancy between data from the on chip temporal differencing
circuit and the off chip software calculation can be as high as 0.65%,
which is too high to allow the detection of signals that are below
1% �F/F. This error is caused by the current opamp design used in
the differential circuit, where outside of a certain operating voltage
range, the output of the circuit becomes non-linear with respect to
the light intensity.
3.2. Olfactory bulb recordings

A calcium-sensitive dye, Oregon Green BAPTA 488 Dextran
10 kDa, was  loaded onto rat olfactory receptor neurons 7 days prior
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Fig. 4. (A) Image of Oregon Green BAPTA loaded olfactory nerve terminals in the rat olfactory bulb taken with the sensor described in this communication. The filled square
indicates the location of a 2 × 2 pixel sub region averaged to produce the trace in C. (B) The same field of view captured with a NeuroCCD-SM256 camera (RedShirtImaging,
LLC).  The filled square indicates an 8 × 8 pixel sub region averaged to produce the trace in D. (C) Calcium transients recording from olfactory nerve terminals within glomeruli
of  the rat olfactory bulb following presentation of an odorant (3.1% 2-hexanone) recorded with our sensor. (D) Approximately same ROI imaged with the NeuroCCD-SM256
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amera. Both cameras produce similar sized signals with comparable noise characte
eart  pumping) sources. Both traces are single presentations and unfiltered. Vertica

o imaging using a procedure similar to that developed for mice
Verhagen et al., 2007). All animal experiments were approved by
ur Institutional Animal Care and Use Committee in compliance
ith all Public Health Service Guidelines. Just prior to imaging,

n optical window was installed over the dorsal surface of each
lfactory bulb by thinning the overlying bone to 100 �m thick-
ess and coating the thinned bone with ethyl 2-cyanoacrylate glue

o increase its refractive index. Odorants were diluted from satu-
ated vapor of pure liquid chemicals using mass flow controllers.
inearity and stability of the olfactometer were verified with a

ig. 5. Data captured from a voltage sensitive dye (RH1692) stained barrel cor-
ex  following whisker deflection by a 50 ms  air puff. (A) 20-trial average of a
38  �m × 138 �m area of cortex with our imaging system (2 × 2 pixels). (B) 20-
rial average of the same area of the same experiment using a RedShirt Imaging
euroCCD (4 × 4 pixels). Data was collected at 500 Hz for both systems. The vertical

cale bar represents 0.5% �F/F and the horizontal scale bar represents 0.1 s.
. Some of the repetitive noise in panel D arose from metabolic (i.e. blood flow from
horizontal scale bars represent 1% �F/F and 1 s, respectively.

photoionization detector. An odorant delivery tube (20 mm ID,
40 mm long), positioned 6 mm from the animals nose, was con-
nected to a 3-way valve controlled vacuum flow. Switching this
vacuum flow away from the tube assured rapid onset and off-
set of the odorant. After creating the optical window, a double
tracheotomy was performed to control sniffing. To draw odor-
ants into the nasal cavity, a teflon tube was inserted tightly into
the nasopharynx. This tube communicated intermittently (250 ms
inhalation at a 2 s interval) with a vacuum flow via a PC-controlled
3-way valve. A cyan LED was  the light source. The Neuroplex soft-
ware initiated a trial by triggering the onset of the light source,
resetting the sniff-cycle and triggering the olfactometer. Imag-
ing started 0.5 s after the trigger and an odorant was presented
from 4 to 9.5 s. Running at 25 fps, the change in intensity detected
by our system with a 4% concentration of 2-hexanone delivered
orthonasally was around 3.1%. This is comparable to the data col-
lected with NeuroCCD-SM256, a commercial camera (Fig. 4).

3.3. Imaging mouse somatosensory cortex during whisker
deflection

A 30 g mouse was anesthetized with urethane (0.6 ml,
100 mg/ml, IP). Depth of anesthesia was  monitored by tail pinch
and heart rate. Body temperature was  maintained at 37 ◦C by
using a heating pad and rectal thermometer. Additional anesthe-
sia was  given as needed (0.1 ml,  IP). A dye well/head holder was
affixed to the exposed skull using cynoacrylic glue. A craniotomy
(5 mm diameter) was performed over barrel cortex (2.1 mm  lat-
eral and 2 mm caudal to bregma) using a Gesswein drill with a 0.5
round head bit. The dura was  left intact and a solution of RH1692
(100 �l, 0.1 mg/ml  of ACSF) was  applied for 1.5 h with stirring every
10–15 min  to prevent the CSF from forming a barrier between the
dye and the brain. A pressurized air puff (50 ms, Picospritzer) was

used to deflect the whiskers contralateral to the side of imaging.
The barrel cortex was imaged using a tandem-lens epifluorescence
macroscope equipped with a 150 W Xenon arc lamp (OptiQuip,
HighlandMills, NY) (Fig. 5).
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. Discussion

We set out to develop a camera that is part of a fully autonomous
uorescence imaging system capable of being carried on a freely
oving rat. We  describe an image sensor that represents a compro-
ise between small cell phone-style cameras and large research

rade imaging systems. Our sensor allows high-speed, low noise
ecording in a small, low power, lightweight package. Currently we
re testing the next generation sensor which promises to improve
everal performance characteristics, including higher sensitivity,
ower noise, greater spatial resolution and a higher fidelity tem-
oral differencing mode. This miniaturized imaging and control
ystem for wide field optical recording combined with genetically
ncoded optical probes represent the first steps towards wearable
ptical neural prosthetics. With the current design it will be possi-
le to include a full imaging and storage system that can be carried
y a rodent or larger animal.
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