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Abstract Performance & Demonstration

We present a mobile platform aimed at accelerating
deep convolutional neural networks (DCNN). DCNN is
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