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Abstract— We present a custom image sensor capable of
reporting intensity, spatial contrast, and temporal differ-
ence images at the pixel level. The smart pixel is composed
of only 11 transistors, allowing tight integration of different
functionalities in a 16×21 µm2 pixel area. The sensor array
is 128×128 pixels, with a fill factor of 42%, and operates
at 800 fps and 13M events/s with a power consumption of
1.2mW.

I. INTRODUCTION

Wireless Sensor Networks (WSNs) have a significant
impact on advanced sensing technologies and a wide
range of applications ranging from military, to scien-
tific, to industrial, to health-care, to home. A group
of wirelessly-connected sensing devices collaborate and
collect raw local data, producing globally meaningful
information [1], [2]. However, WSNs have severely lim-
iting resource bottlenecks in communication bandwidth
and power, especially when used with commercial-off-
the-shelf image sensors . Therefore, many custom image
sensors have been published in the literature to reduce
the information data size and the power consumption
by reporting temporal difference and spatial contrast
images in the binary format [2]–[6]. The motion and
contour detections can be also performed by digital
signal processing on a FPGA or a µ-processor using
frame memories. However, the frame rate is limited
by the analog-to-digital conversion (ADC) and digital
signal processing time and the power consumption of
these devices is too large for WSNs nodes. We present
a custom image sensor capable of reporting intensity,
spatial contour, and temporal difference images using a
compact smart pixel array with low power consumption.
Section II describes the architecture of the proposed
image sensor. The circuit implementation and the mea-
surement results are presented in Section III.

II. ARCHITECTURE OF THE PROPOSED SENSOR

The most challenging function of a smart sensor that
can output intensity, spatial contour (edge), and temporal
difference images together is detecting a spatial contour
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Fig. 1: Edge detection algorithm using WTA and LTA
functions.

with as few transistor as possible in a pixel to keep
the fill factor as high as possible. The intensity image
can be easily readout by a source follower and the
temporal difference information can also be obtained
with an additional storage capacitor inside a pixel.
However, the spatial contour image needs significant
signal interactions between the neighboring pixels to
get the edge information. The signal communication
between the pixels increases the number of transistors
and the signal lines causing an increase of the pixel size
which limits the large pixel array integration. The main
contribution of this work is the use of winner-takes-all
(WTA) and loser-takes-all (LTA) algorithms to obtain the
contour information. These algorithms do not need the
multiple signal lines to communicate each other and can
be implemented with a small number of the transistors.

Figure 1 shows the system level simulation using WTA
and LTA functions to detect the edges. In Fig. 1, the max-
imum intensity signal (dark) and the minimum intensity
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(bright) between the reference pixel and its neighboring
pixels are calculated by the WTA and LTA functions.
If the difference between the maximum and minimum
values is higher than a threshold, the reference pixel can
be marked as an edge. Vertical edges or horizontal edges
can be detected by WTA and LTA functions between the
pixels these are located on the vertical and horizontal
sides, respectively. When the WTA and LTA operations
are performed for the reference and its three neighboring
pixels (left, bottom, and left-bottom), the vertical and
horizontal edges can be computed at the same time (see
Fig. 1).

The proposed tri-mode vision sensor (T-Sensor) is
composed of a 128×128 smart pixel array, a row control
circuit, column readout circuits, and an event generator
as shown in Fig. 2. The smart pixel contains WTA and
LTA circuits to find the maximum and the minimum
input values. In the intensity mode (I-mode), each smart
pixel transfers the reset signal and the photo-integrated
signal of the photodiode (PD) to the column readout cir-
cuit through the two column lines. The column readout
circuit computes the difference between the signals on
the two column lines and generates the intensity image
through correlated double sampling (CDS). In the tem-
poral difference mode (T-mode), the smart pixel outputs
the previous frame signal and the current frame signal
to the column readout circuit after WTA/LTA operations.
The column readout circuit generates an event when the
difference between the previous frame signal and the

Fig. 2: Block diagram of the T-Sensor system.

Fig. 3: Block diagram of the T-Sensor pixel.

current frame signal is greater than a certain threshold.
In the spatial contrast mode (C-mode), the pixel(i,j) finds
the maximum and the minimum photo-integrated signals
in the 4 neighboring pixels{(i,j),(i+1,j),(i,j+1),(i+1,j+1)}
and transfers the maximum and minimum signals to the
column readout circuit. If the spatial contrast in the four
pixels is high, it means that a contour (edge) was found.
The column readout circuit calculates the difference
between the maximum and the minimum signal and
generates an edge event by comparing the difference with
a threshold.

III. CIRCUIT IMPLEMENTATION AND MEASUREMENT

RESULTS

The schematic diagram of the proposed compact pixel
is presented in Fig. 3. Only 11-transistors/pixel (much
less than 45 transistors/pixel for temporal difference and
spatial contrast images in [2], and 51 transistors/pixel
for spatial contrast and wide dynamic intensity images
in [5]) provides intensity, temporal difference, and spatial
contrast images together and enables greater pixel array
integration in the same die size. Four NMOS transistors
compose the WTA input circuit and four PMOS transis-
tors form the LTA input circuit [7]. SP is turned on to
transfer the signal from the PD to the parasitic storage
capacitor. MOD is turned on in C-mode to connect the
signal of the PD in the right side as an input of WTA/LTA
circuit. Figure 4 shows the column readout circuit that
makes the pixel operate for a sampling operation or
WTA/LTA operations depending on the status of SP
signal.

Figure 5 describes the timing diagram for I-mode,
T-mode, and C-mode. In I-mode, the photo-integrated
signal in the PD is sampled into the storage capacitor by
turning on SP after an exposure time. Next, the pixel is
reset, and the reset signal and the photo-integrated signal

2435



Fig. 4: Schematic diagram of the column readout circuit
for WTA and LTA functions.

are readout through WTA and LTA circuits, respectively.
In T-mode, the previous frame signal in the storage
capacitor and the current frame signal in the PD are
readout simultaneously through the WTA/LTA circuits.
Next, the current frame signal is sampled and stored in
the parasitic storage capacitor as the previous signal for
the next frame by turing on SP, and the PD is reset.
In C-mode, the row selection signals for two rows are
turned on together and MOD is turned on. This allows
the pixel circuits to be reconfigured into a 4- input WTA
and LTA circuits used for detecting spatial contour in
the four neighboring pixels without complicated signal
connections between the neighboring pixels. The event
generator including a variable gain amplifier (VGA)
and a comparator is presented in Fig. 6. The VGA is
implemented using a switch capacitor circuit and the gain
α is adjustable from 1 to 8 using a capacitor bank. The
VGA can also perform CDS function for I-mode with the
gain of 1.The address of the event is generated by two
7-bit counters these share the synchronized clocks with
the row control circuit and the column readout circuit.

The proposed T-Sensor was fabricated with a 0.18-
µm SiGe BiCMOS 7-metals process and the micropho-
tograph is presented in Fig. 7. The fabricated T-Sensor
has 128 ×128 smart pixel array and the core area
is 3.1×3.1 mm2. Each smart pixel has a pitch of 16
µm × 21 µm with a fill factor of 42%. Figure 8(a)
shows the test board that includes the fabricated T-
Sensor, C-mount lens and USB interface components.
The measured pixel sensitivity is 2.14 V/s·(µW/cm2) at
550-nm light wavelength and 0.31 V/s·(µW/cm2) at 850-
nm light wavelength. Since T-Sensor was fabricated with

Fig. 5: Timing diagram of I-, T-, and C-modes.

Fig. 6: Block diagram of the event generator and the
variable gain amplifier.

a silicon germanium process that has better sensitivity in
the longer wavelengths, the sensor can be used in dark
lighting conditions with infra-red light sources. The T-
Sensor operates with power supplies of 2V to 3.3V and
the power consumption is 1.4 mW (I-mode) and 1.2 mW
(T- and C-modes) at 3 V, 680 µW (I-mode) and 620 µW
(T- and C-modes) at 2V, respectively. Figure 8 (b), (c),
and (d) show the sample images taken from a rotating
pattern on the resolution chart. The maximum frame rate
is 200 frames/s (I-mode), 800 frames/s (T- and C-modes)
and the maximum event rate is 13M event/s with 3-V
power supply.

IV. CONCLUSION

The proposed smart vision sensor applied for wireless
sensor networks can provide intensity, spatial contrast,
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Fig. 7: Microphotograph of the fabricated T-Sensor die.

and temporal difference images with low power and high
speed of 800 fps and 13M events/s. The compact size
of the pixel composed of only 11 transistors enables the
integration of a large pixel array in a limited sensor size
and high sensitivity given its large fill factor.
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TABLE I: Performance Summary

Process 0.18-µm SiGe BiCMOS 7-metal
Power supply & 2V to 3.3Vpower consumption

N-mode 680 µW at 2V, 1.4 mW at 3V
C- and T-mode 620 µW at 2V, 1.2mW at 3V

Chip size 3.1 × 3.1 mm2

Array size 128 ×128
Pixel size 16×21 µm2

Fill factor 42 %
Conversion gain 1.17 µV/e−

Full well capacity 1.7 × 106 e−

Sensitivity 2.14 V/s·(µW/cm2) @ 550 nm
0.31 V/s·(µW/cm2) @ 850 nm

Frame(event) rate 200 fps for I-mode
800 fps (13M events/s) for C- and T-mode
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